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Abstract

Network-on-chip (NoC) has been proposed as a solution
for the communication challenges of System-on-chip (SoC)
design in the nanoscale regime. SoC design offers the oppor-
tunity for incorporating custom NoC architectures that are
more suitable for a particular application, and do not nec-
essarily conform to regular topologies. This paper presents
novel linear programming based techniques for synthesis of
custom NoC architectures. In the nanoscale regime, low
power consumption would continue to be an important de-
sign goal. We first discuss an optimal mixed integer lin-
ear programming (MILP) formulation that synthesizes a low
power NoC architecture subject to the performance con-
straints. The MILP formulation is limited by large run times.
We next present heuristic techniques that exploit clustering,
and 0-1 constraint relaxation to reduce the run times of the
formulation. The techniques minimize power as the primary
goal, and minimize the number of routers (area) as a sec-
ondary goal. We present an analysis of the quality of the
results and the solution times of the proposed techniques
by extensive experimentation with the realistic benchmarks.
The clustering based heuristic generates results whose power
consumption is within 11 % of the MILP solutions and its av-
erage run time is 171.1 seconds. The average run time of the
relaxation and rounding based techniques is less than 2 sec-
onds, and the power consumption of their solutions is within
58 % of the MILP result.

1 Introduction
Network-on-Chip (NoC) has been proposed as a solution

for the communication challenges in the nanoscale regime
[1] [2]. Packet switching supports asynchronous transfer of
information. It provides extremely high bandwidth by dis-
tributing the propagation delay across multiple switches, and
thus pipelining the signal transmission. In the right half of
Figure 1, an SoC architecture with an NoC is depicted. In
the figure, the various “P/M” blocks denote processing (DSP,
ASIC, FPGA) cores or storage elements (Cache, SRAM,
CAM), and “R” denotes the router nodes. The lines between
various blocks represent the network links. The “R” blocks
along with the physical links form the NoC.

The computer-aided design of an NoC based application
specific SoC architecture is an open problem. Automated
design needs to solve two key problems: (i) computation ar-

chitecture synthesis and mapping (that has been addressed
widely in the system-level synthesis community), and (ii)
communication architecture synthesis and mapping. SoC de-
sign offers the opportunity for incorporating custom NoC ar-
chitectures that are more suitable for a particular application,
and do not necessarily conform to regular topologies. Ap-
plication specific communication architecture synthesis and
mapping is the focus of this paper.

Communication architecture synthesis is shown in Fig-
ure 1. The input to the communication architecture syn-
thesis problem is the computation architecture specification,
characterized interconnection network elements, and perfor-
mance constraints. The computation architecture specifica-
tion consists of processing and memory elements shown by
rectangular blocks labeled “P/M” in the top left corner of
the figure. The directed edges between two blocks repre-
sent the communication traces. The communication traces
are annotated as “Cm(B,L)” where ‘m” represents the trace
number, “B” represents the bandwidth requirement, and “L”
is the latency constraint. The interconnection router architec-
ture specification is shown on the top right hand side corner
of the figure. The router specification consists of i) number
of ports, ii) maximum bandwidth that can be supported at
any one port, iii) latency, and iv) power consumption for data
forwarding. The output of the communication architecture
synthesis problem is a topology of the network, and mapping
or static routing of the communication traces on the network
such that the performance constraints are satisfied, and the
power consumption is minimized. The topology of the net-
work specifies the number of routers, and their interconnec-
tions. The static routing of a communication trace is shown
by the annotation of physical links in the bottom half of Fig-
ure 1. For example , C2 begins from “P/M1”, passes through
“R1” and “R2”, and ends at “P/M3”. After the NoC architec-
ture has been synthesized, elimination of possible deadlocks
between the communication traces can be achieved by in-
troduction of additional virtual channels in the routers as a
post-processing step [3]. The system-level design along with
the NoC architecture is then input to a floorplanning tool that
generates the final layout.

Figure 2 depicts the plots of the average network latency
(on left hand side y-axis) and power consumption (on right
hand side y-axis) versus the bandwidth (or injection rate) of
a 4x4 mesh based NoC architecture in

� � � � �
technology.
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Figure 1. NoC Synthesis
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Figure 2. Power and latency variation

The plots were obtained by utilizing a performance evalu-
ator [4]. As can be seen from the plots, increase in band-
width of the network results in a proportional increase in the
power consumption. The power consumption continues to
increase till the network gets saturated or congested. Net-
work congestion is marked by a sharp increase in the latency.
Network congestion can be avoided by mapping communica-
tion traces such that peak bandwidth is not violated on any
router port in the network. Our synthesis technique prevents
network congestion by static routing of the communication
traces subject to the peak bandwidth constraint on the router
ports. The power consumption in the un-congested region is
given by � � � � � � 
 �

, where � is the total power, � � is
the static (or leakage) power consumption of the router in the
absence of traffic,

�
is the slope, and

�
is the bandwidth. � �

is a constant for a given router architecture. The network la-
tency also remains (more or less) constant until the network
is congested. Since, the network is always operated in the
un-congested mode, we can represent the network latency in
terms of router hops (such as 1 or 2) instead of an absolute
number (such as 20 cycles). In the following section we de-
fine the performance constrained NoC synthesis problem.

1.1 Problem Definition

Given:

� A directed communication trace graph � � � � � � , where
each � � � � denotes either a processing element or a
memory unit (henceforth called a node), and the direct
edge  " � $ � � � � ( ) � � denotes a communication trace
from � � to � ( .

� For every  " � $ � � � � ( ) � � ,
� �  " � denotes the band-

width requirement in bits per second, and / �  " � denotes
the latency constraint in hops.

� A router architecture, where 1 denotes the number of
input/output ports of the router, and 2 denotes the peak
bandwidth (in the un-congested mode) that the router
can support on any one port. Since a node � � � is
attached to a port of a router, the cumulative bandwidth
to and from any node is less than 2 .

� A constant 5 7 9 ; that refers to the maximum number of
routers that can be utilized under the area constraints of
the NoC floorplan.

Let 5 denote the set of routers utilized in the synthesized ar-
chitecture, � = represent the set of links between two routers,
and � > represent the set of links between routers and nodes.
The objective of the NoC synthesis problem is to obtain a
network topology ? � 5 � � � � = � � > � such that:

� C 5 C E 5 7 9 ; ,

� For every  " � � � � � � ( � � � , there exists a path
I � $ � � � � K � � � � K � � K ( � � O O O � K " � � ( � ) in ? that satisfies� �  " � , and / �  " � , and

� The total power consumption is minimized.

The NoC synthesis problem is a variation of the general-
ized steiner forest problem that is known to be NP hard [5].
As mentioned earlier, the power consumption of the NoC in
the un-congested mode varies linearly with the traffic flow-
ing through the network. Therefore, the power consumption
of the NoC can be minimized by minimizing the cumulative
traffic flowing through the ports of all routers. In this paper,
we present linear programming based techniques for solv-
ing the above problem. We discuss an optimal mixed integer
linear programming (MILP) formulation for NoC synthesis.
The MILP formulation is constrained by large solution times.
We also present heuristic techniques for alleviating this limi-
tation. The first heuristic technique exploits clustering to re-
duce the individual MILP problem size. The second heuristic
relaxes the 0-1 constraints in the MILP problem to generate
a linear programming (LP) relaxation. The fractional opti-
mal solution of the LP relaxation is utilized to generate valid
NoC architectures by deterministic and randomized rounding
based techniques.

The paper is organized as follows: Section 2 discusses
the previous work, Section 3 presents the MILP formulation,
Section 4 presents the clustering based approach, Section 5
presents the relaxation and rounding based heuristics, Sec-
tion 6 presents the experimental results, and finally Section 7
concludes the paper.

2 Previous work

The existing work on NoC design has chiefly concentrated
on performance evaluation [4] [6] [7], router architecture de-
sign [8] [9], designer specified network instantiation [10],
and error control [11] [12]. In contrast, our work addresses
the automated synthesis of custom NoC topologies and map-
ping of the communication traces on the architecture. Pinto
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et. al [13] presented a technique for constraint driven com-
munication architecture synthesis of point to point links by
utilizing deterministic heuristic based k-way merging. Their
technique results in network topologies that have only two
routers between each source and sink. Hence, their prob-
lem formulation does not address routing. Hu et. al. [14]
presented a heuristic technique for computation and commu-
nication mapping in a regular tile based NoC architecture.
They assume that the NoC architecture already exists, and it
has a regular mesh topology. We differ from the above men-
tioned work in a fundamental aspect. Our work addresses
design of an application specific NoC, and does not assume
an existing interconnection network architecture. We synthe-
size a custom NoC architecture, and map (route) the com-
munication traces on the topology such that the performance
constraints are satisfied and the communication power con-
sumption is minimized. To the best of our knowledge, auto-
mated low power synthesis of application NoC architectures
has not been addressed before.

3 MILP formulation

In this section, we present our MILP formulation for the
NoC synthesis problem. As discussed in Section 1.1, the
NoC power consumption can be minimized by minimizing
the total traffic flowing through the routers. Therefore, we
formulate the MILP problem with an objective function that
minimizes the cumulative traffic flow through the ports of
the routers, subject to performance constraints. In Section
3.1 we define the variables of the formulation, in Section 3.2
we state the objective function, and finally in Section 3.3, we
present the constraints.

3.1 Variables

Base Variables: We define the following base (indepen-
dent) variables.

� Number of routers: Let � � � � � � 	 � 	 � � � � denote
a router. Each router in the NoC architecture is identical
with the same number of ports “ � ”, and peak bandwidth
“ � ” per port. All ports are bidirectional.

� Ports of the router: Let � � � � ,
� 	 � � � , represent the� �  port of router a � � � � .

� Node-to-port mapping variables: For each node " $ �
& , let ' � $ � � � � be a ) 0,1 * variable that is 1 if node " $ is
mapped to port � � � � of router � � � � , otherwise 0.

� Port-to-port mapping variables: For each port � � � � of
router � � � � , let � � � � � � $ � - be a ) 0,1 * variable that is 1
if port � � � � of router � � � � is linked to port � $ � - ( . 01 � )
of router � $ � � , otherwise 0.

� Variable denoting flow of traffic out of a port: For each
edge ) " � � " � * � 8 , let 9 � � � � $ � - be a ) 0,1 * variable that
is 1 if traffic from node " � to node " � flows out of port� $ � - , otherwise 0.

� Variable denoting flow of traffic into a port: For each
edge ) " � � " � * � 8 , let = � � � � $ � - be a ) 0,1 * variable that is
1 if traffic from node " � to node " � flows into port � $ � - ,
otherwise 0.

Variables 9 and = are utilized for modeling and satisfying
the bandwidth and latency constraints on the various com-
munication traces.

Derived Variables: We define the following derived vari-
ables.

� Variable denoting the total traffic flowing out of a port:
Let > 9 $ � - be a variable that represents the total traffic
flowing out of port � $ � - . > 9 can be derived as follows.

> 9 $ � - 1 C E F H J L M O � M P Q R S T U V � Y Z 9 � � � � $ � -

� Variable denoting the total traffic flowing into a port:
Let > = $ � - be a variable that represents the total traffic
flowing into port � $ � - . > = can be derived as follows.

> = $ � - 1 C E F H J L M O � M P Q R S T U V � Y Z = � � � � $ � -

� Total bandwidth usage of a port: Let > � � � represent the
total bandwidth usage of port � � � � . The total bandwidth
usage of a port is the sum of the traffic entering the port
and traffic leaving that port. Therefore, > � � � can be rep-
resented as

> � � � 1 > = � � � ` > 9 � � �

3.2 Objective Function

The objective is to minimize the power consumption
of the NoC by minimizing the cumulative traffic flowing
through ports of all the routers. The objective function can
be expressed mathematically as follows:

b � c � d � e V C E f O R g C E i O j P > � � �

3.3 Constraints

The following constraints are formulated.

� Port capacity constraint: The bandwidth usage of a port
should not exceed its capacity. Therefore,

l � � � � l � � � � � > � � � 	 �

� Port-to-port mapping constraint: A port can be mapped
to one node, or to any one port that belongs to a different
router:
l � � � � � C E f n R g � $ pJ � C E i n j q � � $ � - � � � � ` C E M H R u ' � � � � � � 	 w

l � � � � � l � $ � � � . 01 � � � � $ � - � � � � 1 � � � � � � $ � -

The first constraint above is an inequality because it is
possible that a port may not be mapped to any other port
or node. The second equation models the symmetry of
the variable � � .
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� Node-to-port mapping constraint: A node should be
mapped exactly to one port. Therefore,

� � � � � � 
 � � � � � 
 � � � � � � � � � � � � �  

� Traffic routing constraints: The traffic routing con-
straints discussed below ensure that for every ! � �

# � � � � & ' � ) , there exists a path * � , # � � � . � ' �
# . � � . & ' � 2 2 2 # . � � � & ' 5 in 6 .

1. If a node is mapped to a port of a router, all traf-
fic emanating from that node has to enter that
port. Similarly, all traffic terminating at that node
should leave from that port. Thus, for each router
. � ,

� * � � � , and
� # � � � � & ' � ) , we require

9 � � & � � � � < � � � � � � � � @ � � & � � � � < � � & � � � �

2. If a node is mapped to a port of a router, no traffic
from any other node can either enter or leave that
port. Thus,

� , � � � � & 5 � ) � � � D � � � G H� I � G H�J � � * � � � L
� � D � � � � O 9 � � & � � � � P  � � � D � � � � O @ � � & � � � � P  

3. If a traffic enters a port of the router, it should not
enter from any other port of that router. Similarly,
if a traffic leaves a port of a router, it should not
leave from any other port of that router. This con-
straint ensures that the traffic does not get split
across multiple ports. Thus, for each router . � ,
and

� # � � � � & ' � ) ,


 � � � � � 9 � � & � � � � P  � 
 � � � � � @ � � & � � � � P  

4. If a traffic enters a port of a router, it has to leave
from exactly one of the other ports of that router.
In the same way, if a traffic leaves a port of a
router, it must have entered from exactly one of
the other ports of that router. This constraint en-
sures the conservation of flow of traffic. Hence,
for each router . � ,

� * � � � , and
� # � � � � & ' � ) ,


 � � � � U � D VW � @ � � & � � � D < 9 � � & � � � �

 � � � � U � D VW � 9 � � & � � � D < @ � � & � � � �

5. If two ports of different routers are connected, traf-
fic leaving from one port should enter the other,
and vice versa. For example, if * � � � and * D � Y are
connected, � � � � � � D � Y will be 1. Therefore, a traf-
fic \ � � & � D � Y leaving port

]
of router . D should en-

ter port ^ of router . � . Therefore, _ � � & � � � � should be
set to 1. Similarly, if _ � � & � � � � �  

, \ � � & � D � Y should
be set to 1. Therefore, for each pair of routers

, . � � . D 5 , a H� G
,

� * � � � � � * D � Y and,
� # � � � � & ' �

) ,

� � � � � � D � Y O 9 � � & � � � � h @ � � & � D � Y h  P k

� � � � � � D � Y h 9 � � & � � � � O @ � � & � D � Y h  P k

6. If two ports of different routers are connected, a
traffic can leave exactly one of the two ports. Sim-
ilarly, a traffic can enter only one of the two ports.
For example, if * � � � and * D � Y are connected, for
any traffic # � � � � & ' � ) , _ � � & � D � Y and _ � � & � � � � can-
not be simultaneously 1. Similarly, \ � � & � D � Y and

\ � � & � � � � cannot be simultaneously 1. Thus, for
each pair of routers , . � � . D 5 , a H� G

,
� # � � � � & ' �

) � � * � � � � � * D � Y

� � � � � � D � Y O 9 � � & � � � � O 9 � � & � D � Y h s P k

� � � � � � D � Y O @ � � & � � � � O @ � � & � D � Y h s P k

7. If a traffic enters a port of a router, that port must
be mapped to a node or to a port of a different
router. Therefore, if 9 � � & � � � � is 1 for some traffic

# � � � � & ' � ) , some � � � � � � � should be 1 or, some
� � D � Y � � � � should be 1 where * D � Y exists. Simi-
larly, if a traffic leaves a port of a router, that port
must be mapped to a node, or to a port of a dif-
ferent router. Therefore, if @ & � � � � � � is 1 for some
traffic , � & � � � 5 � ) , some � � � � � � � should be 1 or,
some � � D � Y � � � � should be 1 where * D � Y exists.
The constraints can be modeled as follows. For
each router . � ,

� * � � � , and
� , � & � � � 5 � )

� � & � � � � O 
 � � U � � 
 � � U � v � � � � � � D � Y < 9 & � � � � � �
� � � � � � � O 
 � � U � � 
 � � U � v � � � � � � D � Y < @ & � � � � � �

� Latency constraint: The latency constraint refers to the
maximum number of hops that is allowed to route the
traffic from a source node to a sink node. For example,
a latency of 2 means that the traffic can pass through at
most two routers. The latency constraint is modeled as
follows:

� ! � � , � � � � & 5 � ) � 
 � � � � 
 � � � � � @ � � & � � � � P y z �

Latency constraint of 1 is a special case in which no
router to router connections are allowed. Therefore, for
latency constraint of 1, all previous constraints pertain-
ing to router to router connections can be removed.

The imposition of latency constraint affects the feasibil-
ity of an NoC architectures. Latency and the number of
ports in the router architecture are related by the follow-
ing lemma.
Lemma: If the router architecture has { ports per router,
and y is the maximum latency constraint on any edge,
(i.e

� ! � � ) � y # ! � ' P y ), an NoC topology is not pos-
sible if for any node, the total number of edges entering
and leaving the node is more than # { h  ' ~ .

4 Clustering based heuristic technique

The MILP formulation is constrained by exponentially in-
creasing solution times for communication trace graphs with
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Figure 3. Clustering based approach

large number of edges. This section presents a clustering
based heuristic technique for reducing the solution times.
The overall approach is shown in Figure 3.

The first stage is to form clusters of nodes. The sizes
of the clusters are constrained by the maximum number of
communication traces or edges in the clusters. This informa-
tion is specified by the designer. We utilize an algorithm by
Johnson et al. [15] to form our clusters. The clustering algo-
rithm treats the latency constraint as a distance metric. Two
communicating nodes that have low latency and therefore are
close to each other (distance metric) are placed in the same
cluster.

Once the clusters have been formed, for every communi-
cation trace that is cut across a cluster boundary, two dummy
nodes are added to the respective clusters. If two edges share
either a source or sink node, then only two dummy nodes are
introduced instead of four. For example, in Figure 3 the top
two edges that are cut share a common source in the left hand
side cluster. Hence, only two dummy nodes (that are labeled
“A” in the figure) are introduced. The latency constraint on
the original communication trace is split in half across the
edges attached to the pair of dummy nodes. The bandwidth
constraint is duplicated on the edges. The MILP formulation
is then utilized to generate the partial solution for each clus-
ter. In the figure, we assume that the routers have four ports
that are on the four sides of the rectangle. The full topology is
generated from the partial solution by adding physical links
between ports of routers that are in neighboring clusters, and
are attached to identically named dummy nodes. For exam-
ple, in Figure 3, routers R1 and R3 that are in different clus-
ters are attached together with physical link since they both
have a dummy node named “A” assigned to a port.

Finally, the topology is compacted by comparing neigh-
boring routers that are across clusters. The traffic routed
through two neighboring routers that are across clusters, can
be compacted or collapsed on a single router if:

� the total number of utilized ports ( � ) on one router is
less than or equal to the number of free ports on the
neighboring router ( � ) plus two ( � � � � � ), and

� the bandwidth constraints on all the ports of the com-
pacted router are satisfied.

For example, in the bottom right hand side of Figure 3 router
R1 has 3 ports that are utilized, and router R3 has 2 free ports,
and they are compacted into one. In the figure, we have as-
sumed that the bandwidth constraints on the ports are satis-
fied.

5 Relaxation and rounding based heuristic
techniques

The linear programming (LP) formulation is obtained by
relaxing all the integer constraints in the MILP formulation.
(We also remove some of the traffic routing constraints be-
cause they are redundant in the linear relaxation.) An optimal
solution to any linear program can be generated in time poly-
nomial in the number of variables and constraints [16]. We
obtain valid solutions by the application of rounding based
heuristic techniques that replace the fractional values as-
signed to various variables by integer values. In the following
section we first discuss the LP relaxation, and then present
deterministic and randomization based rounding heuristics.

5.1 LP formulation

The solution to the LP formulation assigns real values to
all the variables. In this situation it is not possible to prevent
the splitting of communication traces across multiple ports.
Due to this, several of the traffic routing constraints become
redundant in the linear relaxation and we remove them. For
example, the LP solution may have a communication trace
exiting a port of a router, and “0.5” of the trace entering port� 
 � 
 of router � 
 , “0.25” of the trace entering port � 
 � 
 of
router � 
 , and “0.25” of the trace entering port � 
 � � of router

� � . Thus, the LP solution permits the splitting and joining of
the traffic between ports. The LP constraints are summarized
below. In the interest of space, we do not discuss the con-
straints that were presented earlier in the MILP formulation.

� Port capacity constraint: Same as MILP.

� Node-to-port mapping constraint: Same as MILP.

� Traffic routing constraints:

– The total traffic entering a router should be equal
to that leaving that router. Therefore,

� � � � � � � � � � � �  � � � # � � � � � � ' � � � (

– In order to ensure the flow of traffic from source
to sink, a traffic leaving a port of a router should
enter some port of a different router, or enter a
sink node. Similarly, a traffic entering a port of
a router should have left from some port of a dif-
ferent router or it should have left from a source
node. Thus,

� ) + � � + � . � 1 � � � 3 � � � � � 3 � 5 ,

' � � � � 3 � 5 � 7 � � � 3 � 5 � � � ; < = > � @ AB 3  � � � � @ � D
 � � � � 3 � 5 � 7 � � � 3 � 5 � � � ; < = > � @ AB 3 ' � � � � @ � D
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– Additionally, traffic routing constraints 1 and 4 of
the MILP formulation are also included in the LP
formulation.

� Latency constraint: Same as MILP.

5.2 Rounding based heuristics

In this section, we shall present two rounding based
heuristics that generate valid solutions to the NoC synthe-
sis problem. The heuristic techniques incrementally build
the NoC topology from the LP solution and map the com-
munication traces on the partial architecture. The techniques
take one communication trace at a time and build a path with
physical links and routers for mapping the selected traffic.
Thus, the topology generation and mapping of communica-
tion trace occur in an integrated manner. In the following sec-
tions, we first discuss the priority functions, and then present
the two rounding based heuristic techniques.

5.2.1 Heuristic priority function

Since the node-to-port mapping variable is assigned a frac-
tional value in the LP solution, the first step is to select a
node (source or sink of a communication trace) and assign
it to one port of a router. Further, the construction of the
topology also involves selection of a communication trace
that will be mapped. These selection decisions are both in-
fluenced by the bandwidth and latency constraints. A com-
munication trace with a low value for latency, and a high
bandwidth requirement allows only restricted design space
exploration. On the other hand, an edge with a high value
for latency and low bandwidth requirement permits liberal
design space exploration. The bandwidth constraint can be
satisfied by the addition of extra routers. The latency con-
straint on the other hand, cannot be adhered to by the ad-
dition of routers. Therefore, latency is a more constraining
parameter compared to bandwidth. We propose a heuristic
that combines both latency and bandwidth to select nodes
and communication traces during the execution of the tech-
nique. The heuristic for selecting a node � is defined as� � � � � 
 � � � � � � � � � � � � � �

� � � � � � � � 
 � � � � � � � � � � � � � �
� � � � � � � . The heuristic

for selecting an edge " $ & is defined as
� � " � � � � * �

� � * � � .

5.2.2 Path based deterministic heuristic (PDH)

The pseudo code for the path based deterministic heuris-
tic is shown in the Figure 4. The inputs to the procedure
are: i) solution of LP formulation (lp soln), ii) communica-
tion trace graph ( + � . / & � ), iii) router architecture constraints
( 2 / 4 ), iv) maximum number of routers ( 5 7 9 : ), and topol-
ogy and mapping information ( ; ). Initially, ; only includes
the routers. ; is updated as the links are added and commu-
nication traces are mapped.

The first step in the algorithm is to map the nodes (sources
or sinks) to ports of the routers present in the partial solution.

PDH (lp soln, G(V,E), < , = , > @ B C D E )
assign nodes()
for (i = 0; F H J K J ; i++) /* Build topology and map traces */

e(u,v) = select(E), L N = get router(u), L O = get router(v)
if ( L N Q L O ) continueR N = get free port( L N )
if (R N Q null) add relay( S D L N D R N )R O = get free port( L O )
if (R O Q null) add relay( V D L O D R O )
T = connect map(R N D R O D Y )

endfor
L = sort descending(T) /* Compaction */
while ( Z \Q null)]

= get head(L),
] _

= max neigh(
]

)
while ( ` b ] d f h b ] _ d k l

AND m o q r s F r u v w o u F w y F Y r b d
)] Q { | ~ R o { u b ] D ] _ d D Z Q Z � ] _ D ] _ Q ~ o � q Y F � v b ] d

endwhile
L = L -

]
endwhile
if ( { | q w u L o F q u w o u F w y F Y r b E d

) return(T)
return(FAILURE)

end

Figure 4. Path based deterministic heuristic
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Figure 5. Relay router addition

In the pseudo code the function assign nodes() performs this
task. A node is selected based on the heuristic function

�
defined above. A node with a larger

�
value is given prior-

ity. The selected node is mapped to a port � � � � such that i)� � � � is free, and ii)� 5 � � � � � has a maximum value among all
free ports. In case no free ports are found, the procedure adds
a router to the topology ( ; ), and assigns a port of that router
to the node. If the addition of a router violates the 5 7 9 :
constraint, the procedure declares failure. The function as-
sign nodes() terminates when all nodes have been assigned a
unique port.

In the next phase of the technique, the topology of the
NoC is defined, and the communication traces are mapped.
In this phase, the least constraining communication trace

" � � / � � is selected by invoking select(E) that returns an un-
mapped trace with the smallest

�
value. Hence, the less

constrained communication traces are mapped first, and the
most constrained traces are mapped last. Next the routers of
the source ( � � ) and sink nodes ( � � ) are obtained by calling
get router(). If the source (u) and sink (v) node are mapped
to the same router, then the technique skips the remaining
portion of the current iteration. Alternatively, the technique
obtains a free port on the source (� � ) and sink (� � ) routers,
respectively. If a free port does not exist on either the source
or sink router, a relay router is added by invoking the function
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add relay(). The relay router addition operation is shown
in Figure 5 for two 4-port routers. In the figure, the source
router � � does not have any free ports. Hence, a relay router,� � , is added to the source side that generates free ports. The
technique then invokes the connect map() function to attach
the free ports by addition of a physical link, map the trace
on the path, and update the topology � . Since, the technique
builds a solution by addition of relay routers it can lead to
increase in latencies of already mapped traces. Hence, the
least constraining edges with loose latency constraint (lower�

value) are mapped first, and the most constraining edges
with tight latency constraints are mapped towards the end.

After the completion of the topology generation and map-
ping phase the technique enters the compaction phase. The
compaction phase is identical to the one applied in the clus-
tering based heuristic, and is depicted as the last stage in
Figure 3. In contrast to the compaction in the cluster-
ing based heuristic, the path based heuristic considers any
two neighboring routers. The compaction heuristic invokes� � 	 � � � � � � � � � � � � � to sort the routers in the descending or-
der of their free ports and generates a list � . The router � at
the head of the list is selected first, and its neighboring router� � with maximum number of free ports is obtained by call-
ing

� � � � � � � � � � . If the compaction conditions are satisfied
the two routers are collapsed into � , and the neighbor with
maximum number of free ports is selected again. The inner
loop continues till the technique can find neighboring routers
that can be compacted. The outer loop ends once � is empty.
The compaction phase reduces the area and power consump-
tion overhead. Further, it can also lead to possible reduction
in the latency of some communication traces. At the end of
the compaction phase the technique checks for performance
constraint satisfaction, and returns the topology if they are
satisfied.

Time complexity: The maximum number of routers that can
be generated for the LP solution is � ! # % . The total number
of iterations that are performed by the first “for” loop are & ,
and each iteration takes a constant time. The sort function is
of complexity ' � � ! # % + � � � ! # % ). The total number of com-
pactions that can be performed is ' � � ! # % , - � . Hence, the
complexity of the PDH heuristic is ' � & / � ! # % + � � � ! # % ).

5.2.3 Path based randomization heuristic (PRH)

The path based randomization heuristic (PRH) differs from
PDH in the node to port assignment (assign nodes()). The
PDH heuristic assigns a node 0 to port 1 2 4 5 if 6 8 � 4 2 4 5 is
maximum. 6 8 � 4 2 4 5 is specified by the solution of the LP
formulation. In contrast, the PRH heuristic assigns 0 to 1 2 4 5
with a probability of 6 8 � 4 2 4 5 . The other steps are identical
across the two techniques. Hence, the time complexities of
the two techniques are also identical.

6 Results

In this section, we present the results obtained by running
our formulation on four benchmarks namely, i) mp3 audio
encoder ii) mp3 audio decoder iii) H.263 video encoder, and
iv) H.263 video decoder algorithms. In addition, we obtained
results for six other benchmarks by mapping combinations of
two applications from the above mentioned benchmarks si-
multaneously. The benchmarks are shown in Table 1. The
communication trace graphs for the benchmarks were ob-
tained from the work presented by Hu et. al [17]. Video
processing requires more bandwidth than audio processing.
Moreover, since the encoding process requires more process-
ing than the decoding process, the H.263 encoder has a much
higher bandwidth requirement, compared to H.263 decoder.
Similarly, mp3 encoder has much higher bandwidth require-
ment compared to mp3 decoder. Among the four traces, mp3
decoder has the minimum bandwidth requirement, H.263 de-
coder and mp3 encoder have comparable bandwidth require-
ment, and H.263 encoder has the maximum bandwidth re-
quirement.

In our experimental setup, we obtained results for differ-
ent router architectures with 5 and 4 ports, respectively. We
assumed an average power consumption of

: ; < > @ per mbps
for each port of the router [4]. We utilized the Xpress-MP
optimizer [18] to solve the MILP problems. The MILP for-
mulation was run with a timeout at 43200 secs (12 hours).
The best solution found after running the formulation for 12
hours was accepted. The sizes of the cluster were limited to
6 edges for the clustering based heuristic.

The results are summarized in Table 2. The power con-
sumption, router requirement, and run time (normalized with
respect to MILP solution) of the four techniques are shown
in Figures 6, 7, and 8, respectively. The x-axis in the 3 plots
refers to the serial number of the experiment. In the figures,
results 1-10 and 11-20 are for 5-port and 4-port router archi-
tectures, respectively. Result number 15 in Figures 6, and 7
is empty since the MILP solution was unable to generate a
solution in 12 hours. In Figure 8, the MILP runtime of result
15 is assumed to be 12 hours. As can be seen from Table 2
and the plots, the clustering based heuristic technique gave
best results (within 11 % of the MILP solutions) in terms
of power consumption, when compared with PDH and PRH
techniques. The PRH technique gave slightly better results
than PDH. In terms of the runtimes, the PDH technique was
the fastest, followed by PRH, and finally the clustering based
technique. The resource requirement of the three heuristic
techniques were comparable, and were within 51 % of the
MILP.

7 Conclusion

In this paper, we defined the application specific NoC
synthesis problem and proposed linear programming based
solutions. We presented an optimal formulation and sev-
eral heuristic based techniques to overcome the long solu-
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Graph Graph ID Nodes Edges

mp3 encoder G1 8 9
mp3 decoder G2 5 3
263 encoder G3 7 8
263 decoder G4 9 8

263 enc 263 dec G5 16 16
263 enc mp3 dec G6 12 11
263 enc mp3 enc G7 15 17
263 dec mp3 dec G8 14 11
263 dec mp3 enc G9 17 17
mp3 enc mp3 dec G10 13 12

Table 1. Graph Characteristics

Technique Deviation wrt MILP. Avg run time
Power Routers (seconds)

Average S.D Average S.D

Clustering 1.11 0.19 1.51 0.34 171.1
PDH 1.58 0.55 1.51 0.49 1.90
PRH 1.47 0.55 1.51 0.58 1.92

Table 2. Summary of Results
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tion times of the MILP formulation. We did extensive ex-
perimentation with four benchmarks namely, mp3 decoder,
mp3 encoder, H.263 decoder, and H.263 encoder algorithms.
The clustering based heuristic generated results whose power
consumption was within 11 % of the MILP solutions and its
average run time was 171.1 seconds. The average run time of
the relaxation and rounding based techniques was less than 2
seconds, and the power consumption of their solutions was
within 58 % of the MILP result.

Our formulations synthesize a NoC with homogeneous
router architecture. The formulations can be easily extended
to NoC synthesis with heterogeneous routers. The current
formulations are aimed at minimizing dynamic power con-
sumption, and do not address leakage power consumption.
Future work will include developing dynamic heuristics for
leakage power reduction. Further, the current formulations
address the interconnection network design in isolation. In-
tegration of low power design techniques for computation ar-
chitecture with NoC synthesis have the potential to result in
larger power savings, and would also be explored.
Acknowledgement : We would like to thank Dash Opti-
mization [18] for their donation of the XpressMP solver.
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